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Features of the Cray MPI library  

ǒCray MPI uses MPICH3 distribution from Argonne  
Provides  a good, robust and feature rich MPI 

Well tested code for high level features like MPI derived types. 

Cray provides enhancements on top of this: 
low level communication libraries  
Point to point tuning 
Collective tuning 
Shared memory device is built on top of Cray XPMEM 

 

ǒCray MPI uses the NEMESIS module  
SMP aware 
communication between ranks on the same node uses shared memory  

rather than the Aries network 
gives higher performance 

 
ǒSupported under all Cray PrgEnv  

The compiler/linker wrappers takes care of including the correct header 
and libs 
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Basics about communication  
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Costs of communication  
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ǒAll parallel applications communicate data between 
individual processes  

unless they're embarrassingly parallel 

 

ǒThe cost of any communication is usually defined by two 
properties of the underlying network (or memory system)  

 

1. Latency  
 

2. Bandwidth  
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Costs of communication  
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1. Latency  
The time from a message being sent to it reaching its destination 

Dominates the performance of small messages 

Combination of factors from: 
constant software, hardware overheads. 

the physical and topological distance between the nodes (hops) 

 

2. Bandwidth  
The maximum rate at which data can flow over the network. 

Dominates the performance of larger messages. 

Bandwidth between nodes generally depends upon the number of 
possible paths between nodes on the network (topology) 

Can usually be tuned with a large enough budget. 
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How message size affects communication 
performance  
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ǒ(As with all things) the decisions made by application developer 
can affect the overall performance of the application.  

 
ǒThe size of messages sent between processes affects how 

important latency and bandwidth costs become.  

 

ǒWhen a message is small the network latency is dominant.  

 

ǒTherefore it is advisable to try and bundle multiple small 
messages into fewer larger message to reduce the number of 
latency penalties.  

 

ǒThis is true for all closely coupled communication over any 
protocols, e.g MPI, SHMEM, UPC, TCP/IP 
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Understanding Inter - and Intra - node 
performance  
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ǒThe rise of multi -core has led to fat nodes being common  
Five years ago there may have one or two CPUs per nodeé 
Now we routinely see 16-32 CPUs per node. 
This will only increase in the future (e.g Intel Phi) 

 
ǒCodes usually have multiple MPI ranks per node  

Many (even most) codes are flat MPI 
rather than hybrid with, for instance, OpenMP threads 

Even hybrid codes usually have more than one rank per node 
as threading does not usually scale well across NUMA regions (e.g. sockets) 

 
ǒLatency, bandwidth is different for on - and off -node messages  

messages between PEs on the same node (intra-node) will be faster 
messages between PEs on different nodes (inter-node) will be slower 

 
ǒWe can optimise application performance by maximising 

communication between process on the same node  
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Intra Node MPI Ping -Ping Message 
Performance  
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Single rank MPI inter -node message 
performance  
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Some information about what the 
Aries HW can do  

and when it is not used  
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Inter -node transfer protocols  

ǒBuilding ever -larger flat SMPs is expensive and doesn't scale , 

 

ǒAn XC system has a hybrid architecture  
set of SMP machines (nodes)  

linked into an MPP by the Cray Aries network 

 

ǒMessages to another node are sent via Aries  
messages are sent by one of two possible methods  

the choice depends on message size 

developers do not target these directly 
but knowing about them helps you to understand how to use MPI successfully 

 

ǒPossible Aries protocols  
1. Fast Memory Access (FMA) 

2. Block Transfer Engine (BTE) 

Cray Inc.  
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Comparing FMA and BTE  
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ǒFast Memory Access (FMA)  
Used for small messages 

Good features: 

Lowest latency 

More than one transfer active at the same time (multi-core) 

Bad features: 

Synchronous: CPU involved in the transfer 

 

ǒBlock Transfer Engine (BTE)  
Used for large messages 

Good features: 

Gets the better Point-to-point bandwidth in more cases 

Asynchronous: transfer done by Aries independent of the CPU 

Bad features: 

Higher latency 

Transfers are queued if BTE is busy 
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Cray Aries and XPMEM RDMA Capabilities  
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ǒCray Aries (and Gemini) NICs can do RDMA operations  
Remote Direct Memory Access 

can directly read from or write into another node's memory space  
(with certain limitations). 

The remote CPU does not have to be involved in the transfer.  

Sending CPU only needs to initialise the transfer 
If the sending Aries uses it's Block Transfer Engine (BTE) 

 

ǒXPMEM provides similar capability within a node  
Feature of the Cray Linux Environment 

Each PE shares part of their address space with other PEs  
on the same node 

 

ǒRDMA operations offer good potential for overlapping 
communication with computation  
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Overlapping communication  
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Overlapping communication with computation  
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ǒThe Holy Grail  

 

ǒDo communication "in the background"  
While each PE does (separate) computation 

 

ǒThe cost of communication is then almost nothing  
Save the overhead of initiating transfers and synchronisation 

 

ǒRelies on  
Having enough (independent) computation to hide the comms time 

Having the correct code structure to make this possible 

Using non-blocking communication calls, e,g. via RDMA 
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PE A PE A 

Using RDMA to overlap communication and 
computation to hide costs  
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So, rather than sitting waiting for 

a communication operation to 

complete, applications can use 

asynchronous RDMA operations 

instead. e.g. putting some data 

into a remote PEs memory. 

 

The application could then 

continue with other useful 

computation until the checkpoint 

where the data is required. 
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Short about PGAS programming models  

Cray Inc.  
17 

ǒTo exploit RDMA directly in an application  
need a programming model that exposes parts of address space to other 
PEs (on or off the node) 
 

ǒPartitioned Global Address Space programming models (PGAS)  
All memory (across all the PEs) is addressable, but is not evenly 
accessible 
Addressing method recognises this: PE number and local address 
Languages: 

e.g. Fortran Coarrays (CAF); Unified Parallel C (UPC); Coarray C++; Chapel 
APIs 

e.g. OpenSHMEM; GASPI. Also MPI3-RMA single sided. 

 
ǒSymmetric allocation  

Users declare portions of each PE's memory space ñsymmetricallyò  
e.g. (usually) using exactly the same addresses on each PE 

This is done by either: 
automatically, using special language features (e.g. coarrays) 
using collective allocation API calls (e.g. shmalloc) 

get/put operations only allowed between memory on ñsymmetric heapò  
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PGAS on Cray Aries  
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ǒCray Aries network RDMA capabilities  
highly suited to one-sided communications 

low latency 

high bandwidth 

ideal for small-message transfers 

 

ǒPGAS and other single -sided models  
Fit this hardware model very closely 

Have potential to give highest bandwidths and lowest latencies 

 

ǒNonetheless, two -sided protocols are more popular  
specifically MPI 

been around for longer as a de facto standard 

traditionally more portable 
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Two-sided protocols  
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ǒTypically two -sided protocols like MPI are easier to use.  
The implicit synchronisation between PEs makes it easier to write 
programs that are not as vulnerable to race conditions. 

They allow for data to be sent or received into or from any part of the 
PEs address space 

Messages can be matched (or not) via tags or by the PE source 
(MPI_ANY_SOURCE, MPI_ANY_TAG) 
 

ǒHowever this additional flexibility requires the cooperation 
of the Intel Xeon CPU to perform many of these tasks.  

 

ǒThis means communication may wait until the CPU enters 
an MPI call.  

 

ǒOverheads caused by the MPI standard may increase 
latency and reduce effective bandwidth!  
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Overlapping Communication and Computation  
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The MPI API provides many 

functions that allow point-to-

point messages (and with MPI-

3, collectives) to be performed 

asynchronously. 

 

Ideally applications would be 

able to overlap communication 

and computation, hiding all data 

transfer behind useful 

computation. 

 

Unfortunately this is not 

always possible at the 

application and not always 

possible at the 

implementation level.  
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What prevents Overlap?  

ǒOverlapping computation/ comms  not always possible  
even if library has asynchronous API calls 

and the application has enough computation to allow overlap 

 

ǒUsual reason:  
sending PE does not know where to put messages on the destination  

this is part of the MPI_Recv, not MPI_Send. 

 

ǒAlso on Gemini and Aries, host CPU is required  
complex tasks performed on the CPU 

e.g. matching message tags with the sender and receiver 

Allows NICs to have higher clockspeed (better latency, bandwidth) 

But messages can only "progress" when program is in MPI 
i.e. within MPI library function or subroutine 
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MPI messaging protocols  
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ǒTo understand when overlap is or isn't possible  
need to understand how MPI actually sends messages 

 

ǒTwo different protocols  
choice depends on message size 

 

1. Eager messaging  
Used for small messages 

Offers good potential for overlap 

2. Rendezvous messaging  
Used for large messages 

Does not usually overlap (without progress engine) 

 

ǒThese map (loosely) onto Cray Aries FMA, BTE methods  
the finer details can be quite complicated 


